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Signal Enhancement in a Nonlinear Transfer Characteristic
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We study nonlinear behavior in a model of a periodically modulated, overdamped rf SQUID loop
operating in the dispersive (i.enonhysteretic mode. In the presence of correlated noise we find
an enhancement of the output signal-to-noise ratio (SNR) as a function of the nonlinearity parameter
of the device. The calculation involves knowledgely of the input-output transfer characteristic of
the device. These signal enhancement properties appear to be generic to devices characterized by
nonlinear transfer characteristics. We also use our transfer characteristic approach to explain recent
experimental results showing SNR enhancement in dc SQUIDs as a function of dc bias current and flux.
[S0031-9007(97)05228-9]

PACS numbers: 05.40.+j, 02.50.Ey, 85.25.Dq

A series of publications in the past six years has exploredtress, however, that our archetypal system (the SQUID
the stochastic resonance (SR) phenomenon [1] in an tbop) doesnot have a level-crossing threshold, in contrast
SQUID loop [2] consisting of a superconducting loopto the examples cited above; no transition or firing rate
interrupted by a Josephson junction. SQUIDs are the mostharacterization of our system can be made.
sensitive detectors of magnetic fields, and SR offers a In the rf SQUID [8], the magnetic flux(s) through
technique whereby their robustness to (external and sensdhe loop evolves according to the equation of motion

noise could be substantially increased. All treatments ta,x = —U’(x) + x,. (We will measure all magnetic
date, however, apply to tHeystereticmode of operation, fluxes in dimensionless units of the flux quantlwire =
corresponding to a multistable potential function. h/2e.) The potential energy functio/(x) = 5x? —

In multistable SR devices, the lower the barrier betweeq% cos2wx involves the nonlinearity paramete =
states, the higher the maximum output SNR. What if the = L1./®,, which is calculated from the loop inductance
barrier-producing nonlinearity is reduced up to and be4 and the junction critical current.. We apply an ex-
yond the point at which the barrier disappears? Does th&ernal magnetic flux, (1) = x;(¢) + xo, wherex, is a dc
output SNR continue to increase with decreasing nonlinbias flux andx;(r) = A coSwot + ¢¢) + y(¢) represents
earity, or does it reach a maximum at a critical nonlin-an input signal consisting of a sine wave (with a ran-
earity strength? To answer this question we consider thdom initial phase) plus noisg(z). The loop inductance
response of aonhystereticSQUID loop to a sinusoidal and the normal state junction resistankegive rise to
magnetic flux embedded in noise. We calculate the outpua very small time constant; = L/R of typically 10~ '°
SNR at the sinusoid’s frequency via the SQUID transfetto 10~!2 sec, so that the SQUID bandwidth ' far ex-
characteristic and find théte SNR may be optimized as a ceeds that of most signals of interest. The ngig¢ may
function of 8, the nonlinearity parameter of the device. represent intrinsic or extrinsic noise, but in any case its

In the nonhysteretic SQUID we daot find SR in  bandwidth will be limited by the SQUID bandwidth. For
the sense of SNR maximization as a function of inputexample, the Johnson noise voltage across the junction re-
noise strength. This stems from our characterization o$istance, so limited, results in an exponentially correlated
the SQUID as aordynamical system characterizedly  flux noise [8]. To model such noise sources we will use
by an input-output transfer characteristic; such a statimonwhite Gaussian noise having mean zero, standard de-
characterization is predicated by the extremely small (seeiation o and dimensionless, normalized correlation coef-
below) time constant of the device. A variant of SR in in-ficient R(7) = o X(y(t)y(t + 7)) = e~ 7/, wherer,
ertial, white-noise-driven, dynamical monostable systemss the noise correlation time. Our results, however, do not
with periodic signals, has been treated in the literature [3]rely on the details of the noise correlation since we have
and (for wideband signals) also demonstrated in models dbcused on frequenciesy < 7! (wy = 1,7. = 0.01)
single neurons and neural networks [4,5] with sigmoidalwhere the noise is essentially white.
firing rate dependence, as well as in nondynamical systems The SQUID output measured is the “shielding flux”
without response thresholds [6] wherein the firing “rate”x(r) = x(r) — x.(r). We obtain the quasistatic input-
is assumeda priori, to have a characteristic (Arrhenius- output transfer characteristig(x;(z)) = x,(¢) by setting
like) form. SR in nondynamicathresholddetectors has 7;x = 0 in the equation of motion and solving fey as a
also been the subject of many recent articles [1,7]. Wéunction ofx;. In the nonhysteretic regim@® = g < 1)
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a Fourier-Bessel expansion has been obtained,f{8,9]: > 2 gn [(* [ -
i max e s (0)xs(2 + 7)) = Z |:E ,[— f_ g(x)e ™ dx,
gl) = x = lm > My(B)si2mn'(x; + x0)]; e " )
Npax ™ n'=1 X Jk(AQ)er‘Q'/ZQn dﬂ}
—1 n'
M, = ( /) Ju(n'B). (1) (= 1)+
m X GkRn(T) COikon) R (2)

|
Figure 1 shows one period of the transfer characteristi n

with xo = 1/2 (modifying xo simply translates the curve
horizontally). Small ripples visible in the right half of the
plot for 8 = 1 (solid curve) show the result of truncating
(1) after 40 terms. We retained 200 terms when generatings () = 2 Z Z Z My (B)H,u 41 (271" x0)

C\)vhereek=0 =1, €0 = 2.
The one-sided power spectral density (in unit$af ')
follows by usingS(w) = 2 [~ (x,()xs(t + 7))e'7 dr:

the smooth curves in the left half of the plot. The =0 k=0 Ln=1
summation approaches the true transfer characteristic more . ) —2(mno)? 2
quickly for lower B values. ForB = 0.5 (dashed curve) X JiQ2mn'A) Qmn'o)"e
the truncation error with 40 terms is less thian '°.

As B is increased from 0 (not shown) to 1, the distance w €k G,(w), 3)
Ax; from a minimum of the transfer characteristic to the n!

next (higherx;) maximumdecreasedinearly from0.5to  where
0.18. The minima and maxima heights vary linearly with i i
_ 8 g y y H,(b) = sin(¢), |f m even, @)
B and vanish ag — 0. cod¢), if modd,
We will compute the power spectral density via the sec-and
ond moment of the outputx,(r)x;(zr + 7)),. We will

then calculate the output SNR and display its maximiza- G (o) = 776(“,’177 ko) nt. !f n=0,
tion for the specific case of the SQUID loop; however, W0 kool T w2 (e Fhoo)? if n>0.
the properties we will discuss are generic to systems with (5)
similar transfer characteristics. The spectrum (3) consists éffunctions superimposed

We compute the second moment via Rice’s methodn a smooth noise background. Rapid convergence of
[10,11]. We can apply this technique assuming thathe summation ovek occurs fork > 2mn/A. The
the SQUID is always very close to its steady statesummation over will converge quickly if27n/, o <
so that one need only focus on the dynamics of the, with slower convergence if this condition is not met.
sinusoidal signal and noise as they are passed throughwe begin by considering the case of bias flux=
the static nonlinearity given by the transfer characteristicy /2. Figure 2 shows a sequence of output SNR gain plots
this implicitly assumes that the signal and noise are botlt different input SNR’s. In each plot we fix the input
characterized by time constants much larger than thgNR R;, and vary an input gain parameter, setting
SQUID time constant;, i.e. wy ', 7. > 7;. A=y and o = yy/1 + Tgw(Z)/ /8Rin7. [We measure
Applying Stratonovich’s general formula [11] for the SNR as (signal power ab)/(noise power density at
second moment of a zero-memory nonlinear transformag, x 1 Hz)]. Then we plot output SNR gaiR g,y =
tion of a sine wave plus Gaussian noise, we obtain Rout/Rin VS y and B (note thatRuyin = Rowr — Rin if
the SNR’s are expressed in dB). We have introduged
to emphasize that we are varyirdgand o together, thus
keeping the input SNR constant.
The lower left corner of each plot corresponds to
the smallest input signal ang@, implying nearly linear
response and, in all cases, an output SNR virtually
identical to the input SNR. The effect of moving out of
the lower left corner to higher signal strengths and higher
B’s depends on the input SNR.
For high input SNR’s, the output SNR rises above
the input SNR as we move away from the lower left
corner into a region of slightly to moderately nonlinear
-05 -0.25 0 0.25 0.5 response. The input signal spends most of its time

X; between approximately (A + o), and the highest output

e SNR'’s occur when this deviation fits comfortably within
;I(i 3‘5 Igjzsﬁgjgllgné?njf?r (chﬁorﬁmeg?;ﬁg Eaﬁ(xé)f ;)(I)crn Ax;, the distance between a minimum of the transfer
calculated using:’,, = 40, left half usingn/,, = 200. Bias characteristic and the next maximum. If this deviation
flux xo = 1/2. exceedsAx;, the response becomes highly nonlinear and
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Rin=71.dB Rin= 51.d8 Rin=31.dB because the output signal power must compete with the
-38<= Rgain<= 17 '38<-an< 17 '3‘-an< 17 noise floor of the measurement system. Thus, even in

_ _m i the low input SNR case the useful output SNR shows a
: . S maximum at some criticg8 > 0.

T T We now turn to the case of arbitrary bias flux. If
-1 -18 xo # 1/2, the input signal will not be centered between
-20 -20 a transfer characteristic minimum and maximum, and

02 04 06 08 1 02 04 06 08 1 02 04 06 08 1

B the output SNR may be affected. In fact, the output
owfifz"-fd'*_” m‘:w-"’“" ) omfm'“d" o SNR at the sine wave frequency exhibits a deep trough
S Rgnin< ks = R"“““ for input signals centered on one of the extrema of the

TS5 o
8

X
S

transfer characteristic. Plotted as a functiorx@fand 3,

. . the SNR will exhibit a pattern of spreading troughs as
the locations of the transfer characteristic extrema spread
with decreasing3. (The SNR surface will be even and

02 04 06 08 1 02 04 06 08 1 02 04 06 08 1 periodic inx with period one.)
b The dc SQUID [8] consists of a superconducting loop
Rin=526dB Rin= -0468dB Rin= —6 11dB . . . .
006 <= Rgain <= 0.054 -0.17 <= Rgain <= 0.0054 -02 <= Rgagn <= 000045 interrupted bytwo Josephson junctions. Experiments

istics qualitatively similar to those discussed above for the
rf SQUID. However, it is not necessary to use a set of dif-
o~ ferent dc SQUID’s with differing3’s to study a family of
i - transfer characteristics. Instead, the transfer characteristic
02 04 ﬂ°-° o8 1 02 04 u% o8 1 02 04 D"" 08 1 of the dc SQUID may be modified over a family of curves
very similar to those of the rf SQUID by passing various
FIG. 2. Output SNR gainRy, (in dB) for various input amounts of dc bias currefif through the Josephson junc-
SNR's, plotted vs input gainy (in dB) and nonlinearity yiyns  Recall thap depends on the junction critical cur-
parameter 3. Bias flux xo = 1/2, n! = 40. Grayscale: R .
white is maximum, black is minimum. rentl.: 8 = 2w LI./®y. The bias current passed through
the junctions can be thought of as effectively changing the
the resulting distortion reduces the output SNR belowunction critical currents. This results in plots analogous
the input SNR. For example, at the top of tRg, =  to those discussed in the preceeding paragraph, but with
71 dB plot, the input signal spends most of its time I, taking the role ofB.
between =0.1, and the maximum output SNR occurs For the rf SQUID,Ax; decreases linearly with increas-
for B = 0.6, or Ax; = 0.31. As vy is reduced, a larger ing 8. For the dc SQUID, experimental data show a lin-
B and, consequently, smallexx; maximize the output ear increase oAx; with I, over the range ofAx; values
SNR. Note that as the input SNR becomes very large thpossible in the rf SQUID0.18 = Ax; = 0.5). Invert-
maximum output SNR gain and loss as well as the shapmg these relations, we can ude; as a common scale
of the surface appear to converge to fixed values. for comparing rf SQUID results at varioy8’s with dc
In general, any nonadaptive nonlinear filter which hasSQUID results at variou,’s. In Fig. 3 we plot the the-
a positive SNR gain for high input SNR’s will exhibit a oretically calculated output SNR obtained from (3) beside
“threshold effect” such that below a specific input SNRa plot of experimental output SNR data from a higtdc
threshold the nonlinearity will actually result in an SNR SQUID. The theoretical plot reproduces the experimen-
loss. We see this effect in the plots for low input SNR: astally observed pattern of maxima centered at half-integral
we lower the input SNR, the area of highest output SNR apvalues ofxy and surrounded by diverging troughs.
proaches the lower left corner where the response is most In the experiment, the output noise power fell below the
nearly linear; greater nonlinearity results in the expectedneasurement system noise floor féx; > 0.3. There-
SNR loss. (Note that in the two plots with the lowest inputfore we added a fixed noise floor to the calculated rf
SNR we set the highest contour level just below the surSQUID output noise power as well. Without a noise floor,
face’s maximum so that the shape of the nearly-flat “shelfdeep troughs still occur in the theoretical output SNR,
would be visible—there is very little height difference but they are narrower. The troughs are therefusedue
between the white region and the lightest gray region.) simply to the very small slope near the transfer character-
Note that both the output signal power and noisestic extrema reducing the output signal power relative to a
power (as opposed to their ratio) do decrease rapidly witfixed noise floor. Rather, nonlinear response is modifying
decreasingB due to the fact that the overall height of the output signal and noise powers by different amounts.
the transfer characteristic is proportional@o Therefore, The comblike pattern noticeable along the left edge of
in any physically realizable system one observes aithe theoretical plot (corresponding gs near 1.0) results
additional rapid decrease in the measured SNIRas 0  from small oscillations near the transfer characteristic

-2 ) N using a highg dc SQUID generated transfer character-
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such characteristics are typical products of experiments

34 dB Rou 0dB on nonlinear devices. No assumptions regarding the
B | existence of a threshold or aa priori form for a
0.75 | crossing rate have been made. For the hysteretic case,
the nonlinearity parameter controls the separation of the
0.5 stable states as well as the height of the “energy barrier”
0.25: separating them. In this hysteretic case, the SR literature
T documents that the lower the barrier height, the higher the
0 SNR of the response to a fixed input sine wave plus noise.
= Belowthe hysteresis thresholg(= 1 for the rf SQUID)
-0.25 we obtain the above-described maximum in the SNR at a
~05 critical value of the nonlinearity parametgr
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as a function ofy and Ax;, with y = 0.001, R;, = 34 db, and
N} = 40.
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